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Overview

* Alis already generating revenue,
not just efficiency gains.

* Massive investments will be
needed to realize the promise of
Al.

* Alis already transforming work,
and we believe it will continue to
do so.

* We prefer investing in chips and
applications rather than wires and
connections.

1 Source: Reuters, 2/12/2025
2 OSWorld
3 Source: Alphabet company data
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From Code to Capital: Monetizing Al

Through a Global Lens
A Q&A with Invesco’s Global Equity Portfolio Managers

Artificial intelligence (Al) adoption is accelerating across industries, powered by leaps in model
design, computing and data access. Since ChatGPT’s launch in 2022, Al has moved beyond machine
learning into generative tools that automate tasks and enhance productivity. With widespread
adoption and heavy investment from tech leaders, Al is shaping up to be as transformative as the
Internet. There are many ways to invest in this space, from companies in the advanced chip
manufacturing supply chain, to hyperscalers investing in these chips and the data centers that
enable Al innovation, to infrastructure providers building new power generation and data
connectivity, and the model providers already generating billions in annual recurring revenue.

In this piece, Senior Portfolio Manager John Delano and Associate Portfolio Manager Rijn van der
Walt of the Global Equity investment team explore the investment implications of Al’s rapid
development through a Q&A format.

Q: How is the current Al boom similar to, and different from, the Internet bubble of
the early 2000s?

A: Both represent a fundamental change in how technology transforms business and society. Like
the Internet, Al introduces a fundamentally different way of doing things — this time through
automation and productivity gains. However, unlike the Internet era, Al is an evolution built on over
15 years of machine learning progress, with real use cases already generating revenue.

The key difference is that the Internet created entirely new businesses from scratch (e.g., search
engines, iTunes®, e-commerce), and it took more time than investors originally expected to figure
out how to make money from them. Al is already embedded in monetizable use cases, and leading
companies in this area are already generating a substantial amount of revenue and cash flows
through the investments they’ve been making.

Q: How is Al being monetized - are companies benefitting from efficiency gains, or
are there business models generating revenue from providing Al capabilities?

A: There are several companies already seeing revenue from providing access to advanced Al
models for either consumer or enterprise clients. For example, OpenAl’s model is similar to a
streaming service — users pay to access the technology, making it a consumer-facing business
model. As of their most recent funding round, OpenAl disclosed that they had generated $13 billion
in annual recurring revenue, and this could grow in the future. ! Anthropic is another leading Al
model provider who is more focused on the enterprise market, which has $5 billion in annual
recurring revenue that could also grow substantially by the end of the year and has stated
aggressive growth targets through 2027.1

Alphabet is another major Al player. Their Gemini model has been one of the top performing
Language Learning Models (LLMs) available.2 While Alphabet is most well-known for their Google
search engine, they actually have nine products that each have over 1 billion users, which gives
them a platform to scale Al offerings.? They’re already integrating Al into widely used services like
YouTube, and in some cases, even giving away Al features to accelerate adoption.



Q: How are mega cap technology companies benefitting from Al?

A: Specifically looking at Meta and Alphabet, both companies have seen record-high returns on invested capital (ROIC), largely driven by capital
expenditures in Al infrastructure. Meta’s recent earnings calls have highlighted how Al has helped increase engagement and better target ads on
Instagram and Facebook, leading to higher conversion rates and ultimately higher pricing they can command from advertisers. Similar to Meta, Alphabet
has been using Al to drive increased conversion of search ads. Alphabet’s Google Cloud business also has benefitted from the increased demand for
rented compute, driven by the proliferation of LLMs and the computationally heavy training needs they have. For example, Google Cloud recently signed
a $10 billion deal with Meta Platforms, where Meta would access Google Cloud’s servers, storage, and networking to train Meta’s Al models, including
Llama.* Meta already has similar deals in place with Amazon Web Services and Microsoft Azure.

Q: What is a hyperscaler?

A: The term “hyperscaler” refers to a large cloud computing provider that is in the business of providing on-demand computing power to its customers.
They have the ability to rapidly invest in and deploy additional servers to their networks, expanding the scale of their offerings very quickly, hence
“hyperscaler.” This is a select group, as there are very few companies globally with the technical expertise and capital expenditure budget to be able to
provide the huge amount of computing power needed for Al model training and deployment.

The largest hyperscalers are some of the companies mentioned in the previous question: Amazon Web Services, a pioneer in cloud computing,
Microsoft’s Azure, the number two player in the market, and Google Cloud, Alphabet’s cloud computing service. Oracle has been part of the hyperscaler
ranks as well, following their announcement of a $300 billion+ deal with OpenAl to provide computing capacity and the substantial capital expenditures
they’ll need to make to accommodate it.> In China, Tencent Cloud is also considered a hyperscaler, as they offer cloud computing services to a large
swathe of domestic Chinese businesses and are expanding their presence throughout southeast Asia and the Middle East. Tencent has an active
partnership with DeepSeek, the leading homegrown Al model in China.

Q: How are you thinking about investing in the “picks and shovels” of Al?

A: With the vast scale of investment needed to accommodate large scale Al rollout, there are many different companies and industries that can benefit.
Some of the beneficiaries over the past few years have been infrastructure providers such as:

* Utility companies that can generate the electricity needed to power Al datacenters
e Electrical supply companies that make the wires, transformers, and other components that go into these data centers
* Real estate companies that build and operate the datacenters which house servers and store data

However, we believe that these types of companies will only get a short-term boost to their prospects from the Al tailwind. The reason is that once all of
this new data center and electrical capacity is built, the buildout will not continue at the same pace in subsequent years. We prefer to invest in the chip
companies, who continue to innovate and roll out more powerful and energy efficient chips every two years or so. This forces a more frequent update
cycle for the chips, which will be replaced at a much higher rate than the datacenters themselves, and which could contribute to a more sustainable
growth dynamic for this part of the Al ecosystem.

Q: During the internet bubble of the late 1990’s, Cisco Systems was widely known as the “safe” play that would benefit from
widescale internet adoption. Could NVIDIA face the same fate as Cisco in the post-2000 market?

A: Cisco Systems was the picks and shovels provider of the dotcom era. Their dominance in networking and connections led many investors to believe
they would do well, regardless of how the technology space continued to evolve. This narrative briefly propelled the company to become the most
valuable in the world by market capitalization in March 2000. The stock proved to be no “safer” than any other technology stock when the bubble burst,
losing nearly 90% of its value from the peak and taking two decades to recover from those losses.®

Like Cisco, NVIDIA’s leadership in a transformative new technology has propelled it to become the most valuable company in the world at over $4 trillion
in market cap today.” Cisco stagnated as networking infrastructure needs plateaued in the years since 2000. In contrast, NVIDIA rolls out new chips every
two years and these chips are fully depreciated over the course of 5-6 years. Though the future is, as always, uncertain, NVIDIA could continue to
innovate even if the current enthusiasm for Al companies tapers in the years to come.

4 Source: CNBC, 8/21/2025

5 Source: WSJ, 9/10/2025

6 Source: Bloomberg. The stock peaked in March 2000 and hit its trough in October 2002.
7 Source: Bloomberg, 9/18/2025



Q: What makes Taiwan Semiconductor Manufacturing Co. (TSMC) unique in the Al ecosystem?

A: TSMC is the only major player globally in advanced chip manufacturing, as competitors like Samsung and Intel have faltered in recent years. Its
business model lends itself to an almost monopoly-like structure, in which the largest player is able to drive down costs, squeeze competitors, and re-
invest in constantly improving its technology.

Q: What kind of differentiation is there between the various Al models out there?

A: The model layer is becoming the middleware of Al, where we believe most models will eventually converge in performance, leading to
commoditization, except at the extreme high end. At this time, OpenAl’s ChatGPT, Google’s Gemini, and Anthropic’s Claude are the clear leaders based
on third party research, and the rewards of this leadership may accrue to them over time. Others like Grok and open-source models such as Llama and
DeepSeek are improving but face challenges in keeping pace with the top-tier players. The space is evolving quickly, and leadership is likely to change
over time. As this technology matures, differentiation will come from engineering strength, innovation speed, and the ability to continuously update and
scale.

Q: How are Language Learning Models (LLMs) evolving beyond just training on data?

A: Initially, LLMs were trained on static data and this limited how much they could improve. Now, models are starting to implement a technique called
Test-Time Compute, which provides additional processing power for the model to learn during inference. This allows a smaller model to self-improve by
using this inference boost and ultimately improves the models’ performance beyond just adding more data to the initial training phase.

Q: How fast is Al progressing in terms of human-level tasks and will Al replace jobs?

A: The OSWorld benchmark measures how well Al models can navigate a website relative to how fast humans can do it. The top Al models are currently
scoring around 42%-43%, compared to humans at around 70%. Previous iterations of Al models scored just 14%.8 Once a model tops 10% in the OSWorld
benchmark, it tends to ramp up very quickly. So, it is likely that Al will be able to navigate websites, and accomplish a variety of other tasks, as quickly as
a human can in the near future.

However, we do not believe Al tools will be replacing humans any time soon. The next phase of the Al rollout is about replacing routine tasks, not
people. Your computer will increasingly act as an autonomous assistant, handling mundane digital work and allowing employees to focus on higher value
activities, driving greater productivity across a wide swathe of the labor force.

All data provided by Invesco unless otherwise noted.

Forward-looking statements are not guarantees of future results. They involve risks, uncertainties and assumptions, there can be no assurance that
actual results will not differ materially from expectations.

The opinions expressed are those of the authors, are based on current market conditions and are subject to change without notice. These opinions may
differ from those of other Invesco investment professionals.

This does not constitute a recommendation of any investment strategy or product for a particular investor. Investors should consult a financial
professional before making any investment decisions.

8 Source: OSWorld, July 2025 and September 2025. The OSWorld benchmark defines 369 real desktop tasks: file management, web browsing, multi-app workflows, etc.



Investment Risks

The value of investments and any income will fluctuate (this may partly be the result of exchange-rate fluctuations) and investors may not get back the full
amount invested.

Important information

This document is intended only for professional investors in Hong Kong, for Institutional Investors and/or Accredited Investors in Singapore, for certain
specific sovereign wealth funds and/or Qualified Domestic Institutional Investors approved by local regulators only in the People’s Republic of China, for
certain specific Qualified Institutions and/or Sophisticated Investors only in Taiwan, for Qualified Professional Investors in Korea, for certain specific
institutional investors in Brunei, for Qualified Institutional Investors and/or certain specific institutional investors in Thailand, for certain specific institutional
investors in Malaysia upon request , for certain specific institutional investors in Indonesia and for qualified buyers in Philippines for informational purposes
only. This document is not an offering of a financial product and should not be distributed to retail clients who are resident in jurisdiction where its distribution
is not authorized or is unlawful. Circulation, disclosure, or dissemination of all or any part of this document to any unauthorized person is prohibited.

This document may contain statements that are not purely historical in nature but are "forward-looking statements," which are based on certain assumptions
of future events. Forward-looking statements are based on information available on the date hereof, and Invesco does not assume any duty to update any
forward-looking statement. Actual events may differ from those assumed. There can be no assurance that forward-looking statements, including any
projected returns, will materialize or that actual market conditions and/or performance results will not be materially different or worse than those presented.

All material presented is compiled from sources believed to be reliable and current, but accuracy cannot be guaranteed. Investment involves risk. Please
review all financial material carefully before investing. The opinions expressed are based on current market conditions and are subject to change without
notice. These opinions may differ from those of other Invesco investment professionals.

The distribution and offering of this document in certain jurisdictions may be restricted by law. Persons into whose possession this marketing material may
come are required to inform themselves about and to comply with any relevant restrictions. This does not constitute an offer or solicitation by anyone in any
jurisdiction in which such an offer is not authorised or to any person to whom it is unlawful to make such an offer or solicitation.

All data as of August 31, 2025, unless otherwise stated. All data is USD, unless otherwise stated. This is not financial advice. It is not intended as a
recommendation to buy or sell any particular asset class, security, or strategy.

This document is issued in the following countries:

¢ in Hong Kong by Invesco Hong Kong Limited S & S BG4 A, 45/F, Jardine House, 1 Connaught Place, Central, Hong Kong.

e in Singapore by Invesco Asset Management Singapore Ltd, 9 Raffles Place, #18-01 Republic Plaza, Singapore 048619.

e in Taiwan by Invesco Taiwan Limited, 22F, No.1, Songzhi Road, Taipei 11047, Taiwan (0800-045-066). Invesco Taiwan Limited is operated and
managed independently.
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